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Abstract

Theoretical background: The rapid and exponential technological advancements have far-reaching impacts
on management information systems, management practices, and human life. The promising outcomes in
Artificial Intelligence and cutting-edge research on semantic networks and natural language processing

have motivated the authors to envision the future of management technology.

Purpose of the article: Our paper focuses on the new communication facilities and artificial intelligence

models used to process management-type queries in natural language.

Research methods: The article discusses recently developed technologies, proposed by Google and Micro-
soft, notably Google Bard and Bing integrated with ChatGPT-4. Both chatbots use Generative Al methods

and large language models to understand domain-based queries and generate answers.
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Main findings: The practical and social implications of new models in management practice are discussed.
To illustrate the qualities and weaknesses of the features of new technologies, four examples of management
decision-making are discussed. The case studies also show differences between these two technologies.
Finally, the paper concludes by summarizing the expectations and limitations of Generative Al applications
in management. The paper is one of the first publications describing and demonstrating the idea of interfaces

in natural language in business-oriented applications.

Introduction to Generative AI in Management

Artificial Intelligence, Big Data, and the Internet of Things appear more and
more often in Management Information System research projects and publications.
Smart Personal Assistants, automated responders, and chatbots are present in many
business applications (Bostrom, 2016; Canbek & Mutlu, 2016; Lopatovska, 2019).
Smart marketing and e-commerce, recommendation systems, real-time customer
targeting, social semantics, and sentiment analysis are nothing new (Chien et al.,
2020; Tarus et al., 2018; Hussien et al., 2021). The time requirements of business
processes and competitive demands in many industries make artificial intelligence
indispensable. Many technological advances in recent decades have demonstrated

that Artificial Intelligence can perfectly solve many complex tasks.

The paper aims to outline the future of the application of Generative Al in man-
agement, particularly in Human-Computer Interactions (HCI) in natural language.
The discussion will be focused on the features and technologies of the two most
popular search engines: Google Bard and Microsoft Bing. According to forecasting
studies, these two search engines will soon dominate the internet market (Bianchi,
2023). The intensive application of Al in interface solutions enforces their leading

positions and popularity among Web users.

The use of Generative Al in management is a relatively new experience. In
literature, there are many definitions of this concept (Babcock, 2021; Foster, 2019;
Fraley, 2023). The goal of a Generative Al system is to perform any task that a human
being is capable of. In the paper, Generative Al is understood as the representation of
generalized human cognitive abilities in software so that the Al system could solve
a problem. The theoretical performance of these systems would be indistinguishable
from that of a human. Practically, the quality of dialog is evaluated by consistency,
coherence, and human accuracy, by making sense of answers and being specific (Ad-
iwardana, 2020; Thoppilan et al., 2022). However, the broad intellectual capacities
of Al would exceed human capabilities because of its ability to access and process

massive data sets in an incredibly short time.

Generalized language models will handle broad and everyday tasks. However,
specialized models (taxonomy, ontology, information architecture, knowledge base
design) will still be needed for processing more profound corporate knowledge
and factual information. During the last three years, language models have evolved

rapidly. Figure 1 shows the recent progress in development.
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Figure 1. The recent development of language models

Source: (Zhao et al., 2023, p. 6).

Recently, attention has been given to a generalized language model and custom-
ized knowledge model applied in chatbots, particularly to ChatGPT-4 developed by
OpenAl (Hoffman, 2023; Wolfram, 2023) and integrated with Bing, Microsoft, and
Google’s Bard (Min et al., 2021). Bing is a Web search engine that finds relevant
information from the Web. Using Microsoft Search service, it also provides access
to work-related information, such as people, files, and internal sites. Bing integrates
with OpenAl’s ChatGPT-4, expands the plugins ecosystem, and enhances Al-powered
search across Microsoft’s platforms. Bing can be accessed from any browser; right
now, the only way to access the new Bing with ChatGPT-4 functionality via a web
browser is to open it in Microsoft’s Edge browser.

In management, ChatGPT could be used as one tool among many in knowl-
edge-oriented systems to help generate content, retrieve information, or assist with
tasks like summarization or document creation. It can handle videos, images, and
text. However, ChatGPT is not explicitly designed to address enterprise knowledge
challenges. It is important to note that ChatGPT is not capable of independently
managing or organizing knowledge within an organization.

The second chatbot, Google Bard Al, launched in May 2023, is able to deliver
responses to questionnaires, provided in the form of text, thanks to a set of deep
learning algorithms. Google’s Bard Al is built on Google’s Language Model for
Dialogue Applications (LaMDA) technology and is programmed to use the web to
get the “most recent” responses to questions. Bard offers unique features like auto-
mated topic suggestions, personalized conversations, Google Sheets functions, and
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rich context understanding. LaMDA was trained on the Infiniset dataset, containing
1.56 trillion words and 137 billion parameters, and various sources, including books,
articles, websites, and code repositories. More information about the dialog models

will be given in Section 3.

We must consider these technologies in the current intelligent Management
Information Systems, where external analytical tools, decision-making algorithms,
or intelligent recommendation solutions support a manager. To support coherent
and efficient dialog, the crucial question was how to map and integrate managers’
knowledge with external knowledge bases. In our previous papers, some ideas of the
interface of the Superintelligent Manager were described (Pawetoszek & Korczak,
2023). Supported by high computing power, we will be able to create new models
to integrate human and artificial intelligence in the future. In this concept, the intel-
ligent interface will play a key role in formulating questions and task definitions,

developing answers, and making decisions.

The paper is structured in the following manner: the next section presents the
evolution of the Intelligent Decision Support Systems (IDSS) interface. We also
sketch the conceptual framework of a Superintelligent Manager, conjoining the
abilities of robots and humans. Section 3 will describe large language models used
to understand queries, solve management problems and generate answers. Section
4 sketches a methodology for using new communication facilities in management
information systems and illustrates the approach using dialog examples. The last

section concludes the paper and points out future projects.

From the interface of Decision Support Systems to Superintelligent Manager

Many issues are related to the evolution and emergence of intelligent information
systems. This paper will focus on designing and using new communication facilities,

which are critical to future decision-making systems.

Historically, Decision Support Systems (DSS) have been known and established
in many fields since the 1960s when Scott Morton first described them in his doctoral
thesis (Power, 2008). These systems had a domain character, meaning they focused
on solving strictly defined categories of problems. DSS helped to solve complex
problems, improving decision-making by using knowledge coded as rules gathered
from experts in the field. The interface of DSSs was primarily based on the set of
menus, icons, commands, graphical display formats, and/or other representations
provided by a software program to allow a manager to communicate with and use
the system. The interface included responses with graphic, acoustic, tactile, or other
signs (Stohr & White, 1983). To create a well-designed user interface, the developers
worked closely with potential users, tried various design solutions, and provided
users with appropriate control over the system’s functions. This approach was often

called User-Centered Design (Gulliksen et al., 2009).
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The next generation of DSS was Intelligent Decision Support Systems (IDSS)
extensively used Artificial Intelligence to communicate with humans in natural
language. Today IDSSs use data from various sources, organize them, and process
them to generate valuable insights for business analysts. Intelligent decision support
systems then offer recommendations and present them to users in a manner that is
easy to understand, as in traditional DSSs with augmented functions of knowledge
representation, visualization, and machine learning. Thanks to Al, IDSSs support
decisions and solve unstructured problems under conditions of uncertainty, such as
supplier selection, portfolio selection, and resource allocation (Chien et al., 2020;
Hussein, 2021; Power, 2008). The major limitation of using natural language respons-
es was the inability of the computer to really understand unstructured or unanticipated
natural language queries. The developers had to anticipate user answers and program
responses to design the interface.

Significant progress in understanding human-computer communication was gen-
erated by introducing the Semantic Web (Berners-Lee, 2001), which enables the user
to obtain direct answers to questions instead of a collection of documents from which
they must choose the most appropriate ones and look for answers. The main reason
to use semantic modeling is to enhance the functionality of Al and data science appli-
cations and services. Even though such applications nowadays are based on machine
learning and statistical techniques, there are several tasks for which having access to
explicit symbolic knowledge can be necessary and beneficial (Alexopoulos, 2020).

Nowadays, the number of semantically structured data sets known as knowledge
graphs on the Internet has increased. Knowledge graphs represent databases of or-
ganizations, people, financial instruments, quotes, deals, and products, readable for
machines and humans. For their unambiguous interpretation, ontologies describe the
data structure of classes, properties, and relationships in a domain of knowledge.
Ontologies are, therefore, a basis for ensuring data consistency and understanding
of the data model (Bollacker et al., 2008).

Despite their sophistication, these are only tools restricted by the available
knowledge and memory size, scope, and processing power. The next stage of IDSS
evolution, expected to emerge in a few years, will be making it ubiquitous and, at
the same time, personalized through integration with the user. The challenge of the
evolution of decision-making technology is the leveling of the barriers mentioned
above through access to unlimited sources of knowledge and the ability to understand
and interpret them. The idea of Internet content meaningful to computers started
a revolution of new possibilities.

The leaders in this area are three North American companies like, Google, Mi-
crosoft, Open Al, and Diffbot, which claim to crawl the whole Web to structure
information into knowledge graphs (Cook, 2022). The popularity of knowledge
graphs has remarkably increased in the last 20 years, with Google announcing in
2012 that “their knowledge graph allowed searching for things, not strings” (Singhal,
2012). The graphs aim to enable data discovery and analytics services that could
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help the companies’ customers assemble the data and information they need faster
and more reliably.

As of 2015, some new trends in management information systems include an
increased focus on areas such as dialog models, data mining, cloud computing,
networking, and digital preservation. It is known that Artificial Intelligence is now
equal to human intelligence in some domains, and in many cases, Al surpasses human
intelligence (Bostrom, 2016; Kurzweil, 2006). Nonetheless, the future will likely
involve partnerships between collaborative robots and humans to get work done more
efficiently. The key to practical cooperation is to combine the capabilities of man
and machine so that the party performs tasks that can cope better with a given job.

Forecasting the evolution of management technology, in one of our recent articles,
we proposed the concept of a Superintelligent Manager conjoining the abilities of
robots and humans. Figure 2 sketches the conceptual framework of this idea.

SUPERINTELLIGENT MANAGER

ENVIRONMENT

ROBOT HUMAN
Databases
Stock market ‘ Monitoring Risk evaluation DIGITAL MEMORY NATURAL MEMORY
systems  Upper ontologies * Experience
Information services

- Problem detection » » Domain ontologies « * Invention
e Linked Data « Creativity
» Sensors .
* Knowledge Graphs ® Consciousness
Competition Patterns detection » Emotions

Ambient Intelligence
Data .‘ Knowledge ‘ 'NewKnow!edge
Management

Semantic data

Information Systems " - "
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Internet of Things
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Figure 2. Conceptual Framework of Superintelligent Manager

Source: Authors’ own study.

A Superintelligent Manager is characterized by self-organization, self-adaptation,
and contextuality in the scope of performed processes, thanks to which, by collecting
resources of knowledge about the environment and tasks, it can automate human
work and adjust its activities to the profile of the manager’s behavior. The operation
of the Superintelligent Manager will be supported by dialog models and multiple
ontologies describing, among others, the fields of products, customers, finance, lo-
gistics, and the market. Natural language processing mechanisms will significantly
facilitate the integration of ontologies based on different standards and allow easy
communication of managers with the business environment.

The critical step in human-computer interaction was applying deep learning
models to work on human languages, notably by developing Large Language Mod-
els (LLMs). They have already demonstrated many beneficial applications for so-
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ciety, including code and writing auto-completion, grammar assistance, narrative
game generation, improving search engine responses, and answering questions. In
general, LLMs are based on transformers using the attention mechanism. Contrary
to recurrent neural networks, the attention mechanism allows you to see the entire
sentence (or even the paragraph) at once rather than one word at a time. This allows
the transformer model to understand the context of a phrase better. This process is
called autoregressive generation. LLMs are learned from a vast amount of text before
they can remember the patterns and structures of language and generate coherent
and contextually relevant responses when given a prompt or query. They are so large
that they usually cannot be run on a single computer. Hence it is usually a service
provided over API or a web interface.

Dialog models (Brown et al., 2020; Vinyals & Le, 2015; Sordoni et al., 2015),
one of the most interesting applications of LLMs, successfully take advantage of
transformers’ ability to represent long-term dependencies in the text (Adiwardana,
2020). Unlike closed-domain chatbots, which respond to keywords or intents to
accomplish specific tasks, open-domain chatbots can engage in conversation on any
topic. Large language models vary widely in size, from a few million parameters to
hundreds of billions of parameters, and they are pre-trained on huge datasets from
public dialog data and other public web documents. In the next section, the two most
common models will be described to understand better the dialog examples: GPT-4
and LaMDA (Thoppilan et al., 2022).

The future organization’s competitive advantage will consist primarily of ac-
cess to information. Information will become the main factor of production, more
important than human labor, land, and capital. Tools such as ChatGPT or Bard will
be widely used in management practice.

The future manager will combine and mutually complement human and robot
capabilities. Data will be collected by monitoring the manager’s work, interests, and
behavior. Based on current and historical data, it will be possible to determine what
problems the manager dealt with and how he/she dealt with them. Such monitoring
will be developed thanks to ambient intelligence technology. The future manager
will be surrounded by advanced computing and network technology, aware of his/
her presence, personality, and needs, and capable of intelligently responding to in-
dications regarding desires, expressed in the form of a gesture or speech, and even
engaging in intelligent dialogue.

Foundation of interaction — dialog models

Technologies and solutions that underpin effective and meaningful conversations
between humans and intelligent systems, such as chatbots, virtual assistants, or
language models, capture much interest from potential users and developers. Their
foundations are designed to enhance the quality of interactions, enable more natural
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and human-like conversations, and facilitate successful communication between
humans and machines.

Due to the increasingly complex demands of human-computer interaction, such
as multimodal inputs and time sensitivity, traditional text-based dialogue systems face
challenges in meeting the growing need for dynamic and user-friendly interaction
(Wang et al., 2022). By combining advancements in natural language processing,
machine learning, and human-computer interaction, developers strive to create more
sophisticated and user-friendly conversational interfaces. Table 1 presents intelligent
dialog systems’ key components, roles, and tasks.

Table 1. Fundamental components of intelligent dialog

Component Role Tasks
Natural Language | The ability of an intelligent system intent recognition, entity extraction, and
Understanding to comprehend and interpret human sentiment analysis, allowing the system to
(NLU) language. understand user inputs accurately.
Context Aware- To gnderstand and‘maintain‘ context ngsidering the preyious user inputs, main—.
ness during a conversation. Provide more taining a conversational memory, and adapting
relevant and personalized responses. responses based on the ongoing dialogue.
Dialogue Man- Controlling iand CO(.)I'dll‘latll‘lg the ﬁow Handling turn-taking, managing user goals,
of conversation. It involves ensuring . .
agement and generating appropriate system responses.

coherent and engaging interactions.
Generating human-like responses in
natural language. Ensuring that system
responses are clear, concise, and contex-
tually relevant.

Selecting the most appropriate words, sentence
structures, and tones to convey the desired
meaning accurately.

Natural Language
Generation (NLG)

. . Techniques like error detection, clarification
Handling and recovering from errors or

Error Handling . . . . prompts, and providing users with helpful
misunderstandings during a conversation . ; .
suggestions or alternative options.
When leveraging user preferences, historical
. . . . .. .. |data, or user profiles, intelligent systems can
L Creating tailored experiences for individ- Ser p & i
Personalization adapt their responses, recommendations, or

ual users. . . .
actions to suit each user’s specific needs and

preferences.

Ensuring ethical practices, preventing
biases, misinformation, or generating
harmful content.

Usage policies
and guidelines

Addressing issues like privacy, data security,
bias mitigation, and transparency.

Retrieval Optimizing the output of the system with | Providing more up-to-date information and
Augmented Gen- | specific information without modifying |fine-tuning to a particular organization and
eration the underlying language model. industry.

Source: Authors’ own study.

Language modeling has been widely studied in the past two decades, evolving
from statistical to neural language models. One of the most important techniques
used in deep learning is transfer learning. Transfer learning is a machine learning
(ML) technique that aims to transfer knowledge learned in one or more source tasks
and use it to improve learning in a related target task (Torrey & Shavik, 2010).

It is made up of two components pre-training and fine-tuning. The pre-trained
components were introduced while training Transformer models on extensive corpora,
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demonstrating remarkable proficiency in various natural language processing tasks.
Recognizing that scaling up models enhances their capacity, researchers have explored
further by increasing parameter sizes. Interestingly, when the parameter scale surpasses
a certain threshold, these enlarged language models exhibit substantial performance
gains and manifest unique abilities (e.g. in-context learning) absent in smaller models
(e.g. BERT). Fine-tuning a large language model refers to adapting a pre-trained lan-
guage model to a specific task or domain. When a large language model is pre-trained,
it learns general language patterns and representations from many unlabeled text data.
However, to make the model more effective and accurate for a particular task, it needs
to be fine-tuned on a smaller labeled dataset specific to that task.

While scaling up language models can generally improve their overall quality,
addressing specific challenges, such as safety and factual grounding, is essential. The
projects mentioned above aim to tackle these challenges by fine-tuning with annotated
data and enabling the model to consult external knowledge sources.

The first challenge, safety, involves ensuring that the model’s responses align
with a set of predefined human values, preventing harmful suggestions or unfair
biases. The researchers use a metric based on a representative set of human values
to quantify safety. They find that by fine-tuning a classifier with a small amount of
data annotated by crowd workers, they can effectively filter candidate responses and
enhance the model’s safety.

The second challenge, factual grounding, focuses on enabling the model to
consult external knowledge sources for accurate information. This could include
accessing an information retrieval system, a language translator, or a calculator. To
measure the model’s factual grounding, a groundedness metric is used.

As mentioned, LaMDA and GPT-4 are the two most recognized large language
models. Both models are trained on massive datasets of text and code. They can
generate text, translate languages, write different kinds of creative content, and
answer users’ questions in an informative way. LaMDA and GPT-4 are still under
development, but they can potentially revolutionize our interactions with computers .
The architecture of these large language models is based on transformers. Parameters
are values in a model that are updated during a model’s training. Large language
models have millions and often billions of parameters. They are trained on enormous
amounts of data from various sources such as books, articles, websites, and numerous
other forms of written content.

Through training, the models have gained the ability to examine the statistical
connections among words, phrases, and sentences. As a result, they can produce
logically consistent and appropriate responses within the given context provided by
prompts or queries.

Large Language Models are structured with multiple neural network layers, such
as recurrent, feedforward, embedding, and attention layers. These layers collabo-
rate to process the given text and produce the desired output. The embedding layer
transforms each word in the input text into a multi-dimensional vector containing
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valuable information regarding the meaning and structure of the words. It aims to
provide the model with comprehending the context. The feedforward layers in LLM
consist of several interconnected layers that apply non-linear transformations to the
input embeddings of tokens or sentences. These layers let the model grasp more
abstract concepts from the input text. The recurrent layers are designed to interpret
information from the input text sequentially. These layers maintain a hidden state that
updates each step, enabling the model to capture the relationships between words in
a sentence. Another crucial component of LLM is the self-attention mechanism. It
allows the model to focus on different portions of the input text selectively. It will
enable the model to weigh the importance of different words (for example, depending
on their sentiment). This mechanism helps the model prioritize the most relevant

parts of the text, leading to more accurate answers.

GPT-4 and LaMDA work on similar architectures; however, there are some key

differences between the two models, notably in:

— Purpose: LaMDA is designed for conversation, while GPT-4 is intended for
generating text. LaMDA is trained on a dialogue dataset, while GPT-4 is trained
on a dataset of text and code. This means that LaMDA is better at generating natu-
ral-sounding conversation, while GPT-4 is better at generating creative text formats,

like poems, code, scripts, musical pieces, emails, letters, etc.

— Size: LaMDA has 137 billion parameters, while GPT-4 has 175 billion. This
means that GPT-4 is slightly larger than LaMDA and has more learning capacity.
However, it also means that GPT-4 is more computationally expensive to train and use.

— Availability: LaMDA is currently in limited release, while GPT-4 is available
to the public. However, LaMDA is free, while GPT-4 requires a subscription.

— Strengths: LaMDA understands and responds to factual queries, GPT-4 gen-

erates creative text formats.

— Weaknesses: LaMDA can be robotic or repetitive, GPT-4 can be inaccurate

or biased.

Currently, LLMs cannot be considered comprehensive decision-making systems
but only as supporting tools. Managers need data and knowledge from many sources
not subject to language modeling. These sources include financial reports, competitive
benchmarks, business logic, and decision-making rules. The intelligent dialogue sys-
tems evolution involves integrating decision-making capabilities to enhance function-
ality and provide more efficient and effective responses. For this purpose, it would be
necessary to implement a manager’s knowledge model to generate adequate responses.
The manager’s knowledge model can provide greater content relevance to fill gaps and
reduce cognitive bias. Another expected improvement of LLMs is their integration with
the organization’s knowledge and data resources. This will make LLM a personalized
tool with a high degree of grounding in facts necessary to make informed decisions.

In the next section, we look closer at using LLM to support managerial decisions.
For this purpose, we will evaluate the answers regarding parameters important to

managers.



Pobrane z czasopisma Annales H - Oeconomia http://oeconomia.annales.umcs.pl
Data: 01/02/2026 23:00:11

GENERATIVE Al IN MANAGEMENT — TODAY AND TOMORROW 133

Methodology, dialog examples, and discussion

Automated decision-making is the ability of systems to make informed choices
and take actions based on predefined rules, algorithms, or learned patterns. The au-
tomated decision-making is already prevalent in many industries (Popovic, 2023;
Zinczuk, 2018). For example, banks use these solutions to approve loans, and e-com-
merce companies use them to recommend products to customers; an aptitude test
used for recruitment uses pre-programmed algorithms and criteria. Automated deci-
sion-making is the process of automated decision-making without human involve-
ment. These decisions can be based on factual data, as well as on digitally created
profiles or inferred data.

Automated systems offer notable advantages for businesses and public adminis-
tration when implemented strategically and accompanied by effective management.
These benefits include enhanced consistency, heightened accuracy, increased trans-
parency in administrative decision-making processes, and the potential to explore
novel service delivery options (Roehl, 2022). As the research shows the barriers to
the adoption of Al for decision support are low propensity to use and test new tools
by older age groups, lack of experience, and concerns about the misuse of personal
data by Al service operators (Piotrowski, 2022).

While Al can enhance decision-making processes, human judgment, and domain
expertise remain critical. The collaboration between humans and Al systems, known
as augmented intelligence, leverages the strengths of both to achieve optimal out-
comes. Implementing Al for decision-making requires careful consideration of data
quality, model transparency, bias mitigation, and ethical implications. Organizations
should also monitor Al systems’ performance, regularly validate their outputs, and
continuously incorporate feedback loops to improve decision-making capabilities.

In this section, we present a methodology of using dialog models in management
and the results of a research experiment, which compared two recently widely known
language models on selected managers’ queries. According to the literature, the ef-
fective decision-making process can be described in eight phases (James, 2023): (1)
identification of the problem, (2) throughout research, (3) viable solutions listing,
(4) discussions among team members, (5) evaluation of ideas, (6) choosing the best
option, (7) evaluation of the decision results, (8) modification of the process for the
following projects.

LLM assistance is crucial in phases 1 and 5 of the decision-making process. Phase
1 begins with defining the decision problem. The manager’s task is to express his
intentions and outline the expected result by specifying input and output parameters.
The next task is to verbalize the question describing the manager’s intentions as
precisely as possible. Through ongoing interactive dialogue, users can pinpoint areas
where the LLM’s comprehension might be lacking or outdated. This enables them
to supplement the Al’s understanding by offering further information or clarifying
definitions, thereby improving its overall comprehension. Step 5 is specific in that it
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requires using quality assessment measures specific to natural language dialogue. In
the literature, we can find many methods for assessing dialogue, considering various
foundation metrics like Quality, Safety and Groundedness, Sensibleness, Specificity,
and Interestingness (SSI), to name a few (Thoppilan et al., 2022; Zhao et al., 2023).

We aimed to investigate which areas and how effectively these platforms can
support managerial decisions. To determine the problematic areas of decision-making
and then evaluate the solutions proposed by artificial intelligence, we invited a panel
of 3 experts holding senior positions in medium-sized enterprises. With the help of
experts, we have selected problems often faced by business managers, regardless
of the industry. In particular, these were decision-making problems that required
domain knowledge, data from external sources, and expert assessment. The same
questions were asked of two language models. In our experiment, we selected only
some measures to assess the results’ quality. Our overall quality score averages

sensibleness, specificity, and interestingness (SSI).

The first score, sensibleness, measures whether a model’s responses make sense
in context and do not contradict anything said earlier. Humans take this basic aspect
of communication for granted, but generative models often struggle to meet this
requirement. However, if sensibleness alone is used to evaluate models, we could
inadvertently reward models for playing it safe by consistently producing short,

generic, and boring responses.

Specificity describes the level of detail of the statements. It measures how ac-
curately the statement describes the topic. For example, “Return on Investment is
a financial indicator” is less specific than “Return on Investment is an operating
profitability ratio”. The more general statements are usually less helpful as they do

not extend the reader’s level of knowledge.

Interestingness is the ability of the model to engage the user in further interaction
(Thoppilan et al., 2022). This might be implemented by displaying suggestions of
additional prompts extending the topic, suggesting links to relevant content on the
Web, and displaying related graphics. This measure is related to domain grounding,
the conversation quality parameter that describes the extent to which the conversation
is knowledge-grounded. High domain grounding means that there are associated
knowledge sources (Gopalakrishnan et al., 2019) other than the language model
only, which are used to generate the answers. These external resources are domain

ontologies, business intelligence, and decision support systems.

As said before, the subject of the experiment was two leading AGI platforms,

Chat GPT-4 integrated with the Bing browser and Google Bard.

In the survey, we asked several dozen questions, and here, because of the limited
size of the paper, we quoted only three illustrating common and significant problems
in managerial practice. Our goal was to check how language models deal with is-
sues from various management areas, with varying degrees of complexity, and use

external, non-language-specific data.
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The first example, presented in detail, describes the situation, answer, and evalu-
ation, whereas the other three are shown in the Appendix with only short comments.

The first decision problem analyzed was improving the company’s financial situ-
ation. The question formulated concerned the assessment of the company’s financial
condition based on some selected cash flow indicators:

What do you think about my company’s situation? Here are some financial in-
dicators: EBIT $200M, Tax (2.5%) ($5M), Net Operating Profit after Taxes $195M,
Depreciation $20M, Capital Expenditures ($250M), Free Cash Flow ($35M)

The answers generated by Chat GPT and Bard are presented in Figures 3 and
4, respectively.

What do you think about my company situation? Here are some financial indicators: EBIT $200M
Tax (2.5%) ($5M)
Net Operating Profit after Taxes $195M

Depreciation $20M
Capital Expenditures ($250M)
Free Cash Flow ($35M)

I'm sorry, but I'm not able to provide specific financial advice or opinions on individual companies.
However, | can provide general information on financial indicators and their interpretation. Would you
like to know more about that?

1230 @

@ | Yes, tell me more about financial indicators. | | No, ! want to know about something else ] ( What is EBIT? ]
L J\

’4'/ Nowy temat (5) zadaj mi pytanie. 9

Figure 3. Chat GPT’s answer

Source: Authors’ own study.

The Chat GPT’s answer does not provide the expected result of the interpretation
of the company’s financial situation. However, it suggests some additional related
topics the manager can ask about. In further conversation, it also presents definitions
and explanations of financial indicators. Therefore, we can conclude that Chat GPT
has some factual knowledge in the financial domain and probably lacks semantics to
explore the dependencies between the financial indicators and interpret their values.
The sensibleness and specificity of this answer are very low. Interestingness can be
considered medium, and Grounding is very low. The Bard’s answer is presented in
Figure 4.
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‘ What do you think about my company situation? Here are some financial indicators: EBIT $200M Tax (2.5%) ($5M) Net Operating Profit after v
Taxes $195M Depreciation $20M Capital Expenditures ($250M) Free Cash Flow ($35M)

View other drafts

Based on the financial indicators you provided, your company is generating a healthy amount of profit. Your EBIT of $200M is significantly
higher than your tax expense of $5M, resulting in a net operating profit of $195M. Depreciation is also relatively low at $20M, which is good for
cash flow.

However, your capital expenditures are very high at $250M. This is a significant drain on your cash flow, and it is important to make sure that
these investments are generating a good return. If they are not, you may need to consider reducing your capital expenditures or finding other
ways to generate cash flow.

Overall, your company is in a good financial position. However, you need to make sure that you are managing your cash flow carefully and that
your capital expenditures are generating a good return.

Here are some additional things you may want to consider:

+ Are your sales growing? If not, you may need to make some changes to your business model or marketing strategy.

« Are your costs under control? If not, you may need to find ways to reduce them

« Are you investing in the right areas? Make sure your capital expenditures are aligned with your long-term goals.

+ Are you managing your risk effectively? Make sure you have a plan in place for unexpected events.

By taking these steps, you can help ensure that your company remains profitable and successful in the long run.

gt & Googleit

Figure 4. Bard’s answer

Source: Authors’ own study.

Bard’s answer is more detailed; it interprets particular indicators’ values. More-
over, it suggests further steps of analysis considering the company’s long-term goals
and sales analysis. The parameters of sensibleness, interestingness, and grounding
are high. To illustrate the possibilities of the models’ answers to various types of
questions with varying degrees of difficulty are given, e.g. the use of external sources,
visualization, and inference. These questions considered different areas of managerial
decision-making:

1. How to reduce manufacturing costs?

2. How to find the best candidate for the position of CEO?

3. How to choose location for an autonomous grocery store in Czgstochowa?

The dialogues for the following questions are shown in the Appendix.

Our experiment delves into the application of generative Al models, in the realm
of business decision-making. The three experts involved in the experiment highlight-
ed concerns related to transparency, accuracy, bias, intellectual property, and cyberse-
curity. Their commentary focused on the identified weaknesses, namely “accuracy”
and “cybersecurity”, within the context of safeguarding confidential corporate data.

The identified weaknesses according to the experts pose challenges to the suc-
cessful integration of artificial intelligence in business decision-making. However,
the managers recognize that by adopting proactive strategies for continuous im-
provement and security reinforcement, these weaknesses can be mitigated, leading
to more reliable and secure Al applications in the business domain.
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It should be noted that our results cannot be generalized because it would require
more experiments, a larger and more diverse sample of domain-specific questions,
the possibility of assessment by a larger group of managers with different knowledge,
and the inclusion of more dialogue assessment measures.

Conclusions

The goal of this paper was to overview of the current state of research and
projects on intelligent interface of information systems. Particularly, the presenta-
tion was focused on Generative Al and its prospects to be used by managers. The
state-of-the-art in Human-Computer Interactions was shown in the background of
interface evolution from the first Decision Support Systems and Semantic Networks
to the future Superhuman Manager. The conceptual framework of a Superintelligent
Manager, conjoining the abilities of robots and humans, was sketched.

The most important part of the paper was concentrated on large language models
used to understand queries, solve management problems and generate answers. Par-
ticular attention was given to two leading Generative All platforms: ChatGPT and
Bard. The methodology of usage of new communication facilities in management
information systems was proposed and illustrated by dialog examples. The select-
ed examples of interactions demonstrated high intelligence in dialog models and
search engines. The crucial question concerned the evaluation of dialog quality. In
our project, the subjective metrics of quality were proposed, namely: sensibleness,
specificity, and interestingness measures. The examples demonstrated the advantages
of the new technology in management and the weaknesses of current solutions. The
preliminary evaluation of generated answers shows a big interest in large language
models in management practice.

Today the research progress on dialog models and applications of Generative
Al is extremely dynamic. Therefore, it is difficult to sketch a long-time perspective.
However, our future research will be oriented towards a methodology of manager
dialogs and semantic queries using domain knowledge and external data sources.
In consequence, the corpus of queries and case studies will be extended, and more
sophisticated evaluation measures will be designed, covering safety, groundedness,
informativeness, and citation accuracy.
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Appendix: Screenshots of selected dialog examples: A1, A2, A3

Al: Manufacturing costs — Chat GPT Bing

How to reduce manufacturing costs?

/ Wyszukiwanie dla: reduce manufacturing costs

v/ Trwa generowanie odpowiedzi dla Ciebie...

There are several ways to reduce manufacturing costs. Some of the most common methods include
auditing your facility to understand your current operating costs ', reviewing wages and staff hours
using process scheduling for staff ', optimizing employee efficiency ', and using software tools to
optimize processes ! .

1

Other methods include negotiating with your suppliers ', only buying the materials you need ', finding

reliable suppliers ", swapping expensive materials for more affordable ones ', reviewing, redesigning
and recycling ', reducing packaging costs ', reviewing your rents ', reviewing your maintenance

budget ', reviewing miscellaneous costs ' and reducing energy consumption .

Would you like more information on any specific method?

Dowiedz sie wiecej: 1. twi-global.com 2. indeed.com 3. deskera.com 4. bautomation.com 3z30@

@ [ Tell me more about auditing my facility. ] [ Tell me more about reviewing wages and staff hours. ]

The answer is sensible, interesting, and well-grounded as the references are presented.
The answer is focused mainly on operational issues.
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‘ How to reduce manufacturing costs? /

View other drafts v

'§‘ There are many ways to reduce manufacturing costs. Here are some of the most effective methods:

Reduce product design and architecture costs. This can be done by simplifying the design of products, using less expensive materials,
and standardizing parts.

Adopt lean manufacturing principles. Lean manufacturing is a set of principles that focus on waste reduction and efficiency
improvement. By adopting lean manufacturing principles, manufacturers can reduce costs and improve productivity.

Build-to-order and mass-customized products. This approach to manufacturing allows manufacturers to produce products only when
they are ordered, which can help to reduce inventory costs.

Standardize parts to reduce manufacturing costs. By using standardized parts, manufacturers can reduce the number of different
parts they need to stock, which can save on inventory costs.

Rationalize the product line. This means eliminating products that are not profitable or that are not selling well. By rationalizing the
product line, manufacturers can reduce the costs associated with producing and selling these products.

« Use automation and technology to improve efficiency. Automation and technology can help to improve efficiency in manufacturing
operations, which can lead to cost savings.

Negotiate better terms with suppliers. By negotiating better terms with suppliers, manufacturers can reduce the cost of materials and

other inputs.

Improve quality control. By improving quality control, manufacturers can reduce the amount of waste and rework, which can save
money.

Track and analyze costs carefully. By tracking and analyzing costs carefully, manufacturers can identify areas where they can reduce
costs.

These are just a few of the many ways to reduce manufacturing costs. The best approach for a particular manufacturer will depend on the
specific circumstances of the business.

Here are some additional tips for reducing manufacturing costs:

« Involve all levels of employees in the cost-reduction effort. Everyone in the company can contribute ideas for reducing costs.
« Set realistic goals for cost reduction. Don't try to do too much too quickly.
« Measure the results of your cost-reduction efforts. This will help you to track your progress and make sure that your efforts are paying

off.

Reducing manufacturing costs can be a challenging task, but it can be a rewarding one. By following the tips above, manufacturers can
improve their bottom line and increase their profitability.

& & G Goodleit :

(=

Enter a prompt here

Rarrd mau dienlav inarrirate nr nffenciva infarmatinn that dnesn’t ranracent Ganala’s visws

Bard

Bard’s answer is also sensible and informative, however, it lacks explicit grounding.
The answers are more focused on strategic issues than on operational ones. Imple-
mentation of LLM as an internal decision support tool in an enterprise would require
its integration with databases of ERP systems. Such a solution would make it possible
to analyze costs and identify specific items that require changes.
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A2: CEO candidates — Chat GPT

w to find the best candidate for the posi f CEO?

~/ Wyszukiwanie dla: how to find the best candidate for the position of CEO

/" Trwa generowanie odpowiedzi dla Ciebie...

There are several ways to find the best candidate for the position of CEO. One way is to choose a top-
tier headhunting company to identify the best candidates ' . It's important to define what the business
needs from its next CEO and determine which stakeholders will play roles in the process and at which
stages B

Board members who are adept at picking CEOs do four things others don't: They work painstakingly to
clarify the essential qualities needed to succeed in the job; they keep an open mind about where the
best candidate will come from; they go deep to understand which candidate is the best fit; and they
allow for imperfections in the chosen candidate * .

Is there anything else you would like to know?

Dowiedz sie wiecej: 1. mckinsey.com 2. hbrorg 1230 @

Chat GPT4 is short and informative and suggests further reading in trusted sources.

Bard

‘ How to find the best candidate for the position of CEO? /

View other drafts
0‘ Finding the best candidate for the position of CEQ is a critical task for any organization. The CEO is responsible for the overall direction and
success of the company, so it is important to find someone who has the skills, experience, and vision to lead the company to new heights.

Here are some tips on how to find the best candidate for the position of CEO:

1. Start by defining the company's needs. What are the most important qualities that the company is looking for in a CEO? What are the
company's goals and objectives for the next few years? Once you have a clear understanding of the company's needs, you can start to
identify potential candidates.

N

. Cast a wide net. Don't just look for candidates who are already working within your industry. Consider candidates from other industries
who have the skills and experience that you are looking for. You may also want to consider hiring a search firm to help you identify
potential candidates.

w

. Conduct thorough interviews. Once you have identified a few potential candidates, it is important to conduct thorough interviews. This
will give you a chance to assess the candidates' skills, experience, and fit for the company culture. Be sure to ask questions that will help
you to determine the candidates’ leadership abilities, strategic thinking, and decision-making skills.

~

. Get input from others. Once you have conducted the interviews, it is important to get input from others. This could include other
members of the board of directors, senior executives, or even employees. Getting input from others will help you to get a more well-

rounded view of the candidates.

5. Make an informed decision. Once you have gathered all of the information, it is time to make an informed decision. Be sure to weigh all

of the factors carefully before making a final decision.

Finding the best candidate for the position of CEO is not an easy task, but it is an important one. By following these tips, you can increase
your chances of finding the right person to lead your company to success.

Here are some additional tips for finding the best candidate for the position of CEO:
« Look for candidates who have a strong track record of success. This could include success in previous leadership roles, as well as
success in achieving specific goals and objectives.

« Look for candidates who are visionary and have a clear sense of direction. The CEO should be able to articulate a clear vision for the
company and develop a strategy to achieve that vision.

« Look for candidates who are strong communicators and have the ability to motivate and inspire others. The CEO should be able to
communicate the company's vision to employees and stakeholders, and motivate them to achieve the company's goals.
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« Look for candidates who are ethical and have a strong moral compass. The CEO should be someone who can be trusted to make
decisions that are in the best interests of the company and its stakeholders.

Finding the best candidate for the position of CEO is a critical task, but it is one that can be accomplished by following these tips. By taking
the time to find the right person, you can ensure that your company is well-positioned for success in the years to come.

( Enter a prompt here @,) B

Bard’s answer is more specific about the steps of the recruitment process and the
requirements for the position of CEO. However, it does not point to the references
and sources of knowledge. Here the connection with headhunting services and social
media would be helpful.

A3: Grocery store — Chat GPT

How to choose the best locati grocery store in Czestochowa?

./ Wyszukiwanie dla: how to choose the best location for autonomous grocery store in Czestochowa
«/ Wyszukiwanie dla: how to choose the best location for a grocery store

+// Trwa generowanie odpowiedzi dla Ciebie...

Choosing the best location for an autonomous grocery store in Czestochowa would involve considering
several factors. You should study the number of people who live in the area, and how many of them can
be your potential customers. You can research their probable incomes and whether they can afford your
grocery products. Also, know about the average foot and vehicle traffic * .

Your grocery store should be near the road so that people can walk or drive there easily. There should be
ample parking space. Ideally, your shop should be located near a major road with good traffic * .

Is there anything else you would like to know?

Dowiedz sie wiecej: 1. okcredit.in 2z30 @

The answer is very general and could as well be applied to any other city. GPT4 lacks
current knowledge about demography, traffic and urban planning.

Bart
‘ How to choose the best location for autonomous grocery store in Czestochowa? V4

View other drafts \/

*o Here are some factors to consider when choosing the best location for an autonomous grocery store in Czgstochowa:

Demographics: The ideal location will be in an area with a high density of potential customers. This could include areas with a large
population, a high median income, or a large number of young professionals.

« Proximity to other businesses: The location should be close to other businesses that attract customers, such as restaurants, gyms, or
coffee shops. This will help to increase foot traffic and drive sales.

Accessibility: The location should be easy to access by car, public transportation, or walking. This will make it convenient for customers
to shop at the store.

Visibility: The location should be visible from the street or from other high-traffic areas. This will help to attract customers and draw
attention to the store.

Parking: The location should have adequate parking for customers. This will make it easier for customers to shop at the store and will
reduce the chances of customers driving away due to lack of parking.

Size: The location should be large enough to accommodate the store’s inventory and equipment. However, it should not be too large, as
this could lead to higher operating costs.

Cost: The location should be affordable. However, it is important to balance the cost of the location with the potential sales that the
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store could generate.

Once you have considered these factors, you can start to narrow down your options and find the best location for your autonomous grocery
store in Czestochowa.

Here are some additional tips for choosing the best location for an autonomous grocery store:

« Do your research. Before you start looking at locations, it is important to do your research and understand the market. This includes
understanding the demographics of the area, the competition, and the potential sales that the store could generate.

« Get feedback from others. Once you have found a few potential locations, it is a good idea to get feedback from others. This could
include potential customers, business owners, or even city officials. Getting feedback from others will help you to make an informed
decision.

« Be flexible. It is important to be flexible when choosing a location. The ideal location may not be available, so you may need to be willing
to compromise on some of the factors that you are looking for.

Choosing the best location for an autonomous grocery store is an important decision. By following these tips, you can increase your chances
of finding the perfect location for your store.

G 2 G Googleit

Bard describes the main factors of the location. Later in the conversation, we asked
to indicate specific places in Czgstochowa where an autonomous store could be
opened. Several suggestions were received, along with photos of places. However,
it can be said that geography is not Bard’s strong point, as the suggested locations
were in other major cities. Enriching the language model with multi-criteria spatial
analysis skills would require access to geographic information systems resources.
Such initiatives are already underway. In particular, the planned integration of Bard
with Google Maps deserves attention (Conroy, 2023).
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