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Kamil Szymanski

Prawdopodobnie wiekszo$¢ z nas styka sie na co dzien z algorytmami,
ktére mozna uznac za przejawy sztucznej inteligencji (SI). Siadajac rano do
komputera i logujac sie do Facebooka, otrzymujemy dawke posegregowa-
nych informacji na temat naszych znajomych, a takze zwigzanych z polubio-
nymi przez nas stronami. Nad tym, bySmy otrzymywali tylko te wiadomosci,
na ktérych nam zalezy, czuwajg algorytmy, ktdre analizujg nasze upodobania
i na ich podstawie wysSwietlajag nam odpowiednie tresci. Innym przyktadem
sztucznej inteligencji moze by¢ Siri - inteligentny osobisty asystent, ktory
znajduje sie w smartfonach marki Apple. Dzieki funkcji rozpoznawania gtosu
mamy mozliwos$¢ ,kazac jej” wezwac taksdwke, zas sygnat GPS skieruje do
nas pozadany pojazd. MoZemy poprosic jg o znalezienie restauracji w poblizu
nas, w ktdrych, przyktadowo, serwujg smaczne burgery. Mozemy nawet po-
stucha¢ dowcipow, ktére opowiada, czy porozmawia¢ o pogodzie. Ilos¢
sprzetow, jakie posiadajg algorytmy, ktére mozemy nazwac ,prostg”
sztuczng inteligencja jest ogromna i ciggle ro$nie — autonomiczne samo-
chody, lodéwki, ktore ,,same robig zakupy”, pociggi w metrze.
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Technika staje sie coraz bardziej ,niezalezna” od cztowieka. Pojawienie
sie sztucznej inteligencji stanowi¢ bedzie dla cztowieka ogromne utatwienie
w jego codziennych dziataniach. Jednak wielu badaczy, a takze osobistosci
zwigzanych ze wspotczesnym rozwojem techniki, jak Elton Musk! czy Steven
Hawking?, przestrzegaja przed bezkrytycznym, i pozbawionym nadzoru roz-
woju SI, ktéra moze faktycznie w przysztosci zagrozi¢ cztowiekowi i jego ist-
nieniu.

Kwestia sztucznej inteligencji poruszana jest przez Nicka Bostroma w
jego najnowszej ksigzce zatytutowanej Superinteligencja. Scenariusze, strate-
gie, zagrozenia (oryginalne wydanie w roku 2014, przektad w jezyku polskim
w roku 2016). Nick Bostom, profesor Uniwersytetu Oxfordzkiego, jest kie-
rownikiem Instytutu PrzysztoSci Ludzkosci3. Zajmuje sie problemami roz-
woju techniki, transhumanizmem oraz zwigzanym z tym zagrozeniami egzy-
stencjalnymi. Jego najnowsza ksigzka poswiecona jest zagadnieniu ,zaawan-
sowanej” i w petni autonomicznej sztucznej inteligencji: historii rozwoju
owej koncepcji, jej mozliwych sposobow funkcjonowania oraz zagrozeniom,
ktére moga wyniknac z jej powstania. Ksigzka zawiera pietnascie rozdziatow,
ktore dodatkowo podzielone s3 na podrozdziaty (od trzech do dziewieciu).
Rozdziaty zatytutowane sg kolejno: Dotychczasowe dokonania i obecne moz-
liwosci; Sciezki wiodqgce ku superinteligencji; Formy superinteligencji; Dyna-
mika eksplozji inteligencji; Decydujqca przewaga strategiczna; Poznawcze su-
permoce; Pobudki superinteligencji; Czy czeka nas zagtada?; Problem kontroli;
Wyrocznie; Dziny, suwereni i narzedzia; Scenariusze wielobiegunowosci; Za-
szczepianie wartosci; Wybor kryteriow wyboru; Perspektywa strategiczna;
Moment krytyczny.

Poszczegolne rozdziaty sg podzielone rownomiernie, od okoto 30 do 40
stron, dajac 1gcznie z wstepem, zakonczeniem i obszerng bibliografig - 488
stron. Najwiekszg wadg polskiego wydania jest umieszczenie przypisow na
koncu ksigzki. Liczba przypiséw waha sie od 40 do 60 dla kazdego rozdziatu,
a cato$¢ przypisow zawiera sie na 78 stronach, co znacznie utrudnia wy-
godne korzystanie z ksigzki.

1 https://www.theguardian.com/technology/2014 /oct/27 /elon-musk-artificial-intelli-
gence-ai-biggest-existential-threat [dostep: 10.02.2017].

2 http://www.bbc.com/news/technology-30290540 [dostep: 10.02.2017].

3 http://www.philosophy.ox.ac.uk/members/other_faculty/bostrom_nick [dostep:
10.02.2017].
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Pierwszy rozdziat to wprowadzeni do problematyki sztucznej inteli-
gencji. Autor dokonuje spojrzenia wstecz na rozwo0j gatunku ludzkiego,
wskazujac na wcigz przyspieszajacy rozwoj naukowo-techniczny, nawigzu-
jac przy tym do koncepcji osobliwosci (ang. Singularity) zaproponowanej
przez Raya Kurtzweila. Wychodzac z przestanki przys$pieszenia postepu
technicznego, sugeruje, ze sztuczna inteligencja moze objawic sie znacznie
szybciej, niz prognozuje to wielu naukowcdw. Przypomina jednak okres po-
towy XX wieku, kiedy to w nawigzaniu do rozwoju komputeréw pojawity sie
pomysty, by uczyni¢ maszyne ,inteligentng”. Prognozowano, Ze okres od wy-
nalezienia komputerow do pojawienia sie SI wyniesie okoto 20 lat. Jednak,
jak Swiadczy dotychczasowa historia, wraz z rozwojem badan nad sztuczng
inteligencja w osrodkach badawczych USA okazywato sie, ze te nad wyraz
optymistyczne prognozy nie moga byC¢ urzeczywistnione. Dodatkowo
Bostrom przywotuje wydarzenie, ktére zapoczatkowato badania oraz prace
nad opracowaniem SI - szeSciotygodniowe warsztaty w Dartmouth College
pod nazwa Dartmouth Summer Research on Artifical Inteligence w 1956
roku. Byt to okres, gdy starano sie udowodni¢, Ze sztuczna inteligencja jest
w stanie dziata¢ w Swiecie, np. dokonywac obliczen czy wymysla¢ dowody
logiczne*. Okazato sie, ze wraz z rozwojem komputeryzacji oraz techniki,
komputer moze petni¢ funkcje ,psychoterapeuty” czy wykorzystywac ele-
menty, podtgczone do niego jak sztuczne ramie, do dziatania w przestrzeni,
w ktorej sie znajduje. Bostrom wskazuje, ze wraz z rozwojem badan nad SI,
jej mozliwoSci stale sie rozwijaja. Juz teraz wiele algorytméw goruje nad
cztowiekiem w takich grach jak warcaby, szachy, Scrabble>, czy Azjatycka gra
GO¢. Cho¢ algorytmy te odnosza sukcesy w swych dyscyplinach, to jednak,
jak zauwaza autor, sg one wyspecjalizowane do dziatania jedynie w obrebie
swojej dziedziny, przez co nie mozna przypisac im inteligencji. Przeprowa-
dzono jednak ankiety z udziatem ekspertéw w zakresie kognitywistki i badan
nad sztuczng inteligencja, pytajac ich o szacunkowg date zaistnienia ma-
szyny, ktora doréwna inteligencjg cztowiekowi. Wedtug tych ekspertow
szanse na zaistnienie SI o mozliwosciach cztowieka w 2050 roku bedg wyno-
sity 50%, zas$ okoto 2080 roku az 90%7.

4 N. Bostrom, Superinteligencja: scenariusze, strategie, zagrozenia, ttum. D. Konowrocka-
Sawa, Wydawnictwo Helion, Gliwice 2016, s. 24.
5 Tamze, s. 32.
6 https://qz.com/639952/googles-ai-won-the-game-go-by-defying-millennia-of-basic-hu-
man-instinct/ [dostep: 10.02.2017].
7 N. Bostrom, Superinteligencja, dz. cyt., s. 42.
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Drugi rozdziat ksigzki zajmuje sie sposobami zaistnienie ,autonomicz-
nej” SI. Wedtug Bostroma, mozliwe tu metody to: rozwoj sztucznej inteligen-
cji, emulacja mo6zgu, poznanie biologiczne, interfejsy mozg-komputer oraz
budowa sieci i organizacji. Pomyst oparty o rozwoj SI zaktada, ze w najbliz-
szym czasie dzieki wzrostowi mocy obliczeniowej oraz udoskonalaniu emu-
lacji mézgu, komputer bedzie w stanie wyksztatci¢ co$ w rodzaju ,$wiado-
mosci”, ktéra bedzie podobna do swiadomosci cztowieka. Emulacja mozgu
opiera sie z kolei na zeskanowaniu i odwzorowaniu struktur obliczeniowych
ludzkiego mézgu w przystosowanym ku temu urzadzeniu, np. komputerze.
Dzieki temu urzadzenie uzyskatoby ,Swiadomosc¢”, poniewaz funkcjono-
watby jako doktadna kopia ,matematyczna” danej osoby, ktérej mozg zostat
zeskanowany. Biorgc pod uwage niemalze nieograniczone mozliwosci przy-
Spieszenia mocy obliczeniowej danej maszyny, tego typu $wiadomos¢ praw-
dopodobnie bytaby w stanie przewyzszac intelektualnie ,zwyktych” ludzi.
Trzecim sposobem na uzyskanie superinteligencji jest ,,ulepszenie” zdolnosci
mys$Inych cztowieka. Mozna tego dokonac poprzez eugenike, ale, jak zauwaza
Bostrom, budzi to powazne kontrowersje natury moralnej i polityczne;j. Inna
mozliwo$¢ to wykorzystanie lekow poprawiajgcych zdolnosci mézgu czy ma-
nipulacje na poziomie gendw w zarodkach lub nawet u dorostych oséb. Inny
wariant to wykorzystanie mozliwos$ci obecnej techniki - jako syntezy ludz-
kiego mo6zgu oraz artefaktdw, np. instalowanie chirurgiczne implantéw czy
procesorow, poprawiajgcych pamiec¢ lub zdolnosci analityczne. Ostatnig me-
toda na stworzenie superinteligencji jest zbudowanie ogromnej sieci i orga-
nizacji, ktéra w jedng catos¢ taczytaby mozliwosci kognitywne pojedynczych
ludzi, komputeréw oraz innych urzadzen. Jednym z przejawow tego rodzaju
dziatania jest powstanie i wykorzystanie Internetu do wrecz nieograniczonej
wymiany informacji oraz idei.

W trzecim rozdziale autor przedstawia mozliwe formy, jakie moze
przybrac superinteligencja. Pierwszg jest superinteligencja szybka, posiada-
jaca mozliwosci rowne cztowiekowi, jednakze znacznie szybsza. Drugg jest
superinteligencja zbiorowa, ktora, dzieki temu, ze sktada sie z wielu jedno-
stek, jako cato$¢ przewyzsza wszelkie inne inteligentne formy zycia. Jest to
nawigzanie do superinteligencji opartej na sieci i organizacji. Trzecig forma
jest superinteligencja jakoSciowa, ktora jest rownie ,szybka” jak ludzki
umyst, jednakze, wiasnie co do inteligencji, go przewyzsza.

W rozdziale czwartym Bostrom analizuje, ile czasu potrzeba, by super-
inteligencja mogta sie pojawi¢. Zauwaza, ze przySpieszenie naukowo-tech-
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niczne znacznie zwiekszyto mozliwosci cywilizacyjne, a tempo, w jakim wy-
taniajg sie coraz to nowe mozliwosci, stale rosnie. W zwigzku z tym, czas do
zaistnienia superinteligencji stale sie ,kurczy”; kazdy kolejny etap znaczaco
przybliza nas do tego momentu.

W piatym rozdziale Bostrom zastanawia sie nad tym, czy w Swiecie po-
jawi sie tylko ,jedna” superinteligencja, czy moze bedzie ich ,kilka”? Biorgc
pod uwage, Ze jest obecnie wiele konkurujacych ze sobg osrodkéw nauko-
wych, jak tez panstw, ktorych priorytetem jest przewaga techniczna, jak USA,
Rosja czy Chiny, to jest prawdopodobne, ze w mniej wiecej tym samym czasie
moze pojawic sie kilka réznych superinteligencji — podobnie jak byto to z ba-
daniami nad skonstruowaniem bomby atomowej.

Rozdziat szésty to analiza teoretycznych mozliwosci, ktére moze po-
sig$¢ superinteligencja. Bostrom wymienia to nastepujace mozliwoSci: pote-
gowanie wtasnej inteligencji, zdolno$¢ myslenia strategicznego, zdolnos¢
manipulowania ludZmi, umiejetnos¢ hakowania, mozliwo$¢ prowadzenia ba-
dan technologicznych oraz produktywnos¢ gospodarcza. Bostrom rozwaza
réwniez scenariusze, w ramach ktdérych superinteligencja z nieokreslonych
pobudek starataby sie przeja¢ ,wtadze nad swiatem”.

Rozdziat siodmy zawiera analize potencjalnych pobudek, wedtug kté-
rych miataby dziata¢ superinteligencja. Takie pobudki to: kierowane instynk-
tem samozachowawczym dziatanie na rzecz samoprzetrwania, realizacja ja-
kichs nieokreslonych celéw spotecznych (w przypadku powstania superin-
teligencji opartej na systemie organizacji spotecznej), ciggte podnoszenie
zdolnos$ci poznawczych, doskonalenie na poziomie techniki lub wystgpienie
u sztucznej inteligencji ,egoizmu konsumpcyjnego”, tj. pozyskiwanie i gro-
madzenie przez nig zasobéw naturalnych.

Rozdziat 6smy jest poSwiecony analizie mozliwej zagtady ludzkosci,
ktéra mogtaby stanowi¢ rezultat powstania niezaleznej superinteligencji.
Bostrom sugeruje, ze nawet uzyskanie maksymalnej kontroli nad superinte-
ligencja nie gwarantuje, ze nie uzna ona ludzi za ,przeszkode”, ktérg nalezy
usungc8. Dodatkowo, projekty oparte o SI moga nie$¢ niebezpieczenstwo po-
jawienia sie niespodziewanych btedéw, ktore moga zmienic¢ sposob dziatania
SI. Dlatego Bostrom analizuje, czy mozliwe bytoby okreslenie celow, ktorych
SI nigdy nie moze realizowac; mogtoby to blokowa¢ podejmowanie przez nig
samodzielnych decyzji i dziatania bez nadzoru.

8 Tamze, s. 174-175.
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Rozdziat dziewiaty to rozwazania na temat kontroli superinteligenciji.
Bostrom twierdzi, ze skoro pojawienie sie SI moze rodzi¢ egzystencjalne za-
grozeniem dla ludzkosci, jak najszybciej nalezy rozpoczac¢ prace nad zmini-
malizowaniem takiego ryzyka®. Mozna by tego dokona¢ poprzez co$ w ro-
dzaju uwiezienia fizycznego lub informacyjnego, czyli umieszczenie superin-
teligencji w zamknietym oSrodku lub stworzenie dla niej odrebnej sieci ko-
munikacji, bez dostepu do Internetu. Innym sposobem mogtoby by¢ stworze-
nie metody zachety, czyli skonstruowanie praw, okreslajgcych dziatanie su-
perinteligencji; przy czym SI nie mogtaby tych praw ztamac. Podobnie do
praw Asimoval?: 1) robot nie moze skrzywdzi¢ cztowieka, ani tez przez za-
niechanie dziatania dopuscic¢, by cztowiek doznat krzywdy; 2) robot musi by¢
postuszny rozkazom cztowieka, chyba Ze stojg one w sprzecznosci z Pierw-
szym Prawem; 3) robot musi chroni¢ sam siebie, jesli tylko nie stoi to w
sprzecznosci z Pierwszym lub Drugim Prawem.

Kolejna mozliwos$¢ kontroli to stopniowe ,uposledzanie” SI, czyli ogra-
niczanie jej mozliwos$ci poznawczych i dostepu do informacji, przez co czto-
wiek wciaz posiadatby przewage i bylby w stanie sie broni¢. Ostatnia mozli-
wos¢ to metoda wyzwalaczy, ktére dziatatyby podobnie do praw robotow,
jednakze bylyby nieuswiadomione i ukryte dla SI. W przypadku dziatania
niezgodnego z prawami, sztuczna inteligencja ulegtaby zablokowaniu, a czto-
wiek mogitby odpowiednio zareagowac: naprawic¢ btad, poddac¢ kontroli lub
nawet jg ,wytaczyc”.

W rozdziale dziesigtym autor przedstawia trzy mozliwe typy superinte-
ligencji. Pierwszy to wyrocznia - celem superinteligencji jest udzielanie od-
powiedzi oraz rozwigzywania kwestii, ktérych nie moze rozwigzac cztowiek,
np. pytan filozoficznych. Drugi to dZin - urzadzenie, ktore , spetnia zyczenia”.
Taka superinteligencja wykonywataby skomplikowane logistycznie zadania,
np. wykorzystujac w tym celu podlegte jej roboty. System ten mogiby np.
przystosowywac inne planety do ludzkich potrzeb. Trzeci typ to SI narze-
dziowa - superinteligencja to ,doskonaty” program, ktdry nie posiada Swia-
domosci i ,wolnej woli”, lecz jedynie wykonuje z idealng precyzjga okreslone
zadania, np. zarzadza globalnym ruchem lotniczym.

Rozdziatl jedenasty przedstawia skutki, jakie w ludzkim Swiecie mo-
gltaby wywota¢ sztuczna inteligencja. Bostrom analizuje mozliwe zmiany
spoteczne i zwigzane z nimi problemy, jak np. zastgpienie pracy fizycznej

9 Tamze, s. 193.
10 https://pl.wikipedia.org/wiki/Etyka_robot%C3%B3w#Prawa_robot.C3.B3w_Asimova
[dostep: 10.02.2017].
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cztowieka przez roboty oraz wzrost bezrobocia, problemy z rozdziatem ka-
pitatu wytworzonego przez SI czy wytworzenie singletonu, czyli globalnego
panstwa zarzgdzanego przez superinteligencje.

W rozdziale dwunastym i trzynastym Bostrom rozwaza pytanie, czy
Sztucznej Inteligencji mozna bedzie zaszczepi¢ wartoSci. Dzieki ewolucji po-
jawity sie istoty zdolne do poznawania i rozrozniania wartosci (czego dowo-
dem jest cztowiek!!). Bostrom sadzi wiec, ze ten mechanizm mozna zastoso-
wacé w ewolucyjnym procesie uczenia wartos$ci sztucznej inteligencji - zacze-
piajac jej kilka podstawowych prawd, ktére nastepnie sama bedzie rozwijac.
Innym sposobem na zaszczepianie wartosSci miatoby by¢ wykorzystanie me-
chanizmu uczenia sie. Gdy superinteligencja postepuje w sposob niebudzacy
watpliwosci moralnych, otrzymuje ,nagrode”, co wytwarza w niej nawyk
postepowania w sposéb ,wtasciwy”. Trzecia mozliwo$¢ to umieszczenie in-
teligencji w spreparowanym Srodowisku, w ktéorym przebywanie wymusza
,2nauke” obowigzujacych w nim wartosci. Ostatniag metodg mogtoby by¢ naj-
pierw nauczenie SI warto$ci podstawowych, a nastepnie stopniowe podno-
szenie kierowanych wobec niej wymagan.

Kolejny wazny problem to wybdr wartos$ci i zachowan, ktérych chcieli-
by$my nauczy¢ superinteligencje. Bostrom powotuje sie na koncepcje Elie-
zera Yudkowsky’ego nazwang CEV - coherent extrapolated volition (spdjna,
ekstrapolowalna wola). Zgodnie z nig, superinteligencja powinna realizowac
takie cele, ktore realizowatby cztowiek, lecz musi mie¢ rzeczywiscie pew-
nos¢, ze ludzie chcieliby je zrealizowac. Jesli SI nie jest tego pewna lub ma sie
domysla¢, musi zaprzesta¢ dziatania. Dodatkowo, sztuczna inteligencja po-
winna posiada¢ odpowiedni zestaw komponentéw w postaci koncepciji celu,
teorii decyzji, teorii poznania oraz ratyfikacji.

W rozdziale czternastym autor pyta o to, w jakim kierunku powinnismy
zmierzac: analizuje koncepcje zwigzane ze zr6znicowanym rozwojem tech-
nologicznym, preferowang kolejnos$cig nadejscia, tempem nadchodzacych
przemian, oraz stara sie odpowiedzie¢ na pytanie, czy powinnismy dalej pro-
wadzi¢ badania nad emulacjg mézgu i sztuczng inteligencjg. W ostatnim, bar-
dzo krotkim rozdziale Bostrom wskazuje cele, na ktorych ludzkos¢ powinna
sie obecnie skupi¢, by doprowadzi¢ do wytworzenia superinteligencji oraz
by ograniczy¢ ryzyka zwigzane z rozwojem technologicznym.

11 N. Bostrom, Superinteligencja, dz. cyt., s. 274.
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Superinteligencja Nicka Bostroma to ksigzka niezwykle wazna i intelek-
tualnie prowokujaca. Pozwala poszerzy¢ wiedze o problemach sztucznej in-
teligencji tym osobom, ktére dopiero zaczynajga zajmowac sie tg problema-
tyka. Dodatkowo, niezwykle bogata bibliografia utatwia czytelnikom dalsze
poszukiwania. Zaletg ksigzki jest rowniez to, Ze analizujac mozliwe problemy
i zagrozenia, Bostrom bierze pod uwage rézne mozliwe formy sztucznej in-
teligenciji, nie sptycajac jej do ogdlnego ,programu”, np. superkomputera - co
niestety mozna zauwazy¢ w czestokro¢ niezbyt gtebokich analizach medial-
nych. Bostrom zwraca uwage na to, ze jest kilka mozliwych drég, na jakich
moze powstac Superinteligencja. Zauwaza réwniez, zZe rozne moga byc tez
przyczyny jej ewentualnego ,buntu”. To sprawia, ze analizy Nicka Bostroma
stanowig obecnie analiz najbardziej petne zestawienie zagrozen zwigzanych
z rozwojem SI.
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